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ACME and CESD HQ News ACME

ACME-ASR-ARM workshop (Oct 21-22, DOE) for Energy T eaeing
 Improve coordination of Atmospheric facility, program and ACME
to solve “grand-challenge” atmospheric research problems
 What field campaigns and new atmospheric process research
could best contribute to ACME development needs?
TES: ACME-NGEE coordination workshop (Nov 19)
 Coordination of science and land model developments
(roadmaps) among NGEE-Tropics, NGEE-Arctic and ACME
TES wishes to have NGEE developments contribute to ACME-LM

ASCR
e ScIiDAC Institute call is imminent; partnerships in FY2017
« Computation and climate workshop (AXICCS, Jan 26-28, 2016)
organized by Evans and Ng, sponsored by BER and ASCR.
Seeking frontier directions for computational climate science

Multi-agency
« CLIVAR climate process meeting (Oct 15-16, GFDL)
« USGCRP Climate Modeling Summit

ESM (Informal): FOA



ACME management updates

ACME Council

Dave Bader, Chair
Executive Committee: R. Leung, M. Taylor
R. Jacob, P. Jones, P. Rasch, P. Thornton, D. Williams, T. Ringler, W. Riley
Ex Officio: J. Edmonds, J. Hack, W. Large, E. Ng
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ACME Updates @0ME

Accelerated Climate Modeling

“Energy/human” component: Calvin, Jones for Energy
Exercise coupled GCAM-CESM carbon cycle in IESM
Test importance of water management on water cycle in ACME

Next ACME project review
ACME Laboratory Management Board
NESAP and CAAR postdoctoral opportunities (see Jones, Worley)

Unique elements
Project: Geographically disperse
3-year cycle
Specific scientific goals
=> Organizational overhead
Governance
Community engagement:
Documented code release
Direct integration of collaborators



ACME - half-way CAJCME

Accelerated Climate Modeling

What is working, what isn’t? for Energy
Leadership, teamwork appear solid
Commitment ?

“Collaboration” requirements
Meant to provide clarity across a large project on development,

simulation and publication plans:
» Team members need assurance of credit, career advancement
» Not every publication will have every team member, but the each member needs
to feel comfortable with the plan

Reporting and documentation requirements —ongoing assessment and
adjustment

Are connections and communications (across and within Labs and
Teams) working?

Development fatigue.. ?

Other feedback?



ACME successes @CME

Accelerated Climate Modeling

Posted on ACME public project page for Energy

Climate component and coupled system benchmarking
against observations
computational performance
software quality

Code — software - tools a) completion, b) release
Highlights for these

ACME team awards
Inform us of awards, press-releases, movies (e.g. MPAS-Ocean)

Publication Highlights...

ACME < Pl meeting * Nov 2-4 2015 Department of Energy ¢ Biological and Environmental Research



ACME public website, fact-sheet
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ACCELERATED CLIMATE MODELING FOR ENERGY

FUNDING PROGRAM: Earth System Modeling

The Accelerated Climate Modeling for Energy (ACME) project is a newly launched
project sponsored by the Earth System Modeling (ESM) program within U.S.
Department of Energy's (DOE's) Office of Biological and Environmental Research.
ACME is an unprecedented collaboration among eight national laboratories and six
partner institutions to develop and apply the most complete, leading-edge climate
and Earth system models to challenging and demanding climate-change research
imperatives. It is the only major national modeling project designed to address DOE
mission needs to efficiently utilize DOE leadership computing resources now and in
the future.

The Accelerated Climate
Modelina for Enerav proiect is an

http://climatemodeling.science.energy.qov/projects

/accelerated-climate-modeling-enerqy

(ACME

Accelerated Climate Modeling for Energy.

The Accslerated Climate Modeling for Energy (ACME)

Praoject i spansared by the U.S. Department of Energy's
[DOE's) Offcs of Binlogical snd Environmants| Aessarch
(BER) to develop and apply a computationally advanced

Using rivar flow a3 a key indicstor of hydrologicsl changss
from natural and human systems, ACME is testing the
Fypothesis that changas in river flow have basn dominated
by land management, water management, and climate

climats and Earth systsm modsl the
challengss posed by the interactions of climats charge
and socistal snergy requirements.

The AGME madsl simulates the fully coupled climate
‘systam at high-resoluticn (15-25km) and will inciuda
coupling with snergy systams, with focus on 2 near-term
hindcast (1870-2015) for mods| validation and 2 near-

tarm projection [2015-2050) mast ralsvant to sociatal
Fianning. Tha modsl further smploys ragional-rafinement
using advanced sdaptive mesh methodologiss in order to
Frovids ultre-high-resalution to rescive critical physics and
metearclogical phenomana. The AGME madel branchad
fram the Gommunity Earth System Modal (CESM),

and incressingly, its cods will be designed to optimize
performancs an currant and futurs DOE Lsadership

Clase computers.

ACME's initial scientific gosls sddress thres areas of
impartancs to bath climate ressarch and sacisty:

1. Water cycle: How do the hydrological cycls and watsr
racources intaract with the climate systam on local to
global sealss?

2 v
interact with global cimate change?

a : How o in
st

Tha ACME project was constructed from axisting DOE
climats modsling rasources and is distributed acroe sight
DOE nationsl Isboratories and six pertner institutions,

Climate Science Objectives

WATER GYCLE

Understanding and developing the capabilty to project
the evolution of water in the Earthis system is of
fundamental impertance bath te climats-science and to
‘sacistal and mary energy-releted processes, including
Goal-, ruclear-, bisfush, and hydra-power potentials.

forcing but will bs

gly by

The initial phase of the project focuses on simulstion
of precipitation and surface water in orcgraphicslly
complex regions, including tha wastem Uritad States

&nd tha heachwaters of the Amazon. Impravad resolution
&nd parameterizations of clouds, asrosals, and their
interactions, should praducs a mors realistic portrayal of
tha pracipitaticn location, fraquancy and intenstty, a3 well
&5 aerosol deposits an snow and surlace ios —all factars
that influsnce runoff, snowpack, and snowmelt. ACME
exploras ths rois of thess various physical pracassss in
irflusncing river flow and frash watsr supply, with a gosl of
simulating an accurste portrayal of pressnt-day river flow
for major fiver basing o the planet

The longsr-tarm watar cyck goal is to undsrstand how
the hydralagical cycle in the fully coupled ciimate system
will avolva with climats change and the expactsd effect on
local, regional, and national supplies of frash watsr.

ACME W urthar E¥EmIng Wnethar aLring e naxt 40 years, the
addifonal forcing from Increasig greerhiause ges cancentratians
Wil Game fa daminats fiver flow Ghanges.
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Ereeck e William Leads Team to Federal Laboratory Consortium Award

Contacts Posted: 10/07/2015

A novel systemn developed by Lawrance Livermore Maticnal Laboratory {LLML) and nine partners
that enables climate researchers to solve their most complex data analysis and visualization
challenges has netted the team a Federal Laboratory Consortium {FLC) award, The partnership
that brought tha...

Read Maors

ACME < Pl meeting * Nov 2-4 2015 Department of Energy ¢ Biological and Environmental Research



ACME highlights
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. Submission Date

Project Team Title

Contacts
07/07/2015 Fidelity of Climate Extremes in High Resoluticn Climate Models
07/07/2015 A Czse Study of CUDA FORTRAN and OpenACC for an Atmaspheric Climate Kernel
07/07/2015 Parametric Sensitivity and Uncertainty Quantification of Precipitation at Global and Local Scales in

CAME

07/07/2015 Evaluating Global Streamflow Simulations by a Physically-based Routing Model Coupled with the

Community Land Mode!



Evaluating Global Streamflow Simulations by a Physically-based
Routing Model Coupled with the Community Land Model

Objective
Evaluate the capacity of global
streamflow prediction by Model for Scale
Adaptive River Transport (MOSART)
coupled with Community Land Model
(CLM)
Quantify the uncertainty sources from
forcing, model structure and human
influences

Approach

Develop a comprehensive global
hydrography dataset to support MOSART
application over multiple resolutions

Evaluate the model simulations against
global streamflow observations

______ Rivers not affected by Dams
R TR RN e
—
= ="
= 10000 W .
—r [=]
E 00 i j AMS '\..:|'|:'i'-i]'|'||."|]'-.:
= - AMF ensemble
— —— . 3
I - I:1 lime
| 10 100 100 | CACHEED 1 CHORCRCR RN
QH!]‘S {m/s) F
1000000 Rivers strongly affected by dams -
"-E 1D
| E
b 10D
:\. -
1
I ] 1 (00 1 (000D 1 (0 RN 1 OO

Qobs (m'/s)
Human influences on streamflow are detected 'by compari'hg the simulated
natural flows (Qsim) with observed streamflow (Qobs) in 1995-2004. Larger

differences between Qsim and Qobs are found in both annual mean
streamflow (AMS) and annual maximum flood (AMF) in rivers strongly

affected by dams.
Impact

Quantify modeling uncertainty using four e The newly developed river routing model, MOSART,

different atmospheric forcing datasets,
stepwise reduction of model complexity,
and a global classification of the level of
flow regulation by dams

has been coupled with CLM and evaluated globally
with satisfactory performance

e MOSART provides a global framework for modeling
riverine water, energy and biogeochemistry.

Hong-Yi L, LR Leung, A Getirana, M Huang, H Wu, Y Xu, J Guo, and N Voisin. 2015. “Evaluating Global Streamflow Simulations by a Physically Based Routing Model
Coupled with the Community Land Model.” Journal of Hydrometeorology, 16: 948-971. DOI: 10.1175/JHM-D-14-0079.1




Parametric Sensitivity and Uncertainty Quantification of
Precipitation at Global and Local Scales in CAM5

Mean Precip

Objective
e |dentify which CAM5 parameters are dnot

¢0_ocn
¢o_Ind

most influential on precipitation. Find afa

fau

the sensitivity of precipitation mean, L

. crige
extreme, and diurnal cycle and how w\ggg};gg
the parameters vary by spatial scale, qc&giri
region and season. &

Approach i

e Use two sampling approaches (the
Latin hypercube and quasi-Monte
Carlo) to effectively explore the high-
dimensional parameter space

e Conduct two large simulation sets: ¢
one set with 1100 simulations for 22
cloud-related parameters and the o
other set with 256 simulations for
aerosol parameters. °

e Apply a generalized linear model to
qguantify parametric sensitivity.

Global Land Ocean SAM CAF SGP TWP1 TWP2 TWP3

HEEN T [ .
05 15 &5 75 10 15 20 25 50
Impact

Sensitivity of mean
precipitation over
multiple regions and
seasons to each
parameter (on y-axis).
Three columns for each
region (on x-axis)
correspond to annual,
JJA and DJF mean,
respectively. Larger
number indicates larger
sensitivity.

Identified six parameters having the greatest influences

on global precipitation

Precipitation does not always respond monotonically to

parameter change.

Better understanding of CAM5 model behavior
associated with parameter uncertainties to guide the
next step to reducing model uncertainty in precipitation
and developing new parameterizations.

Modeling Earth Systems 07. DOI:10.1002/2014MS000354

Qian Y, H Yan, Z Hou, G Johannesson, SA Klein, D Lucas, R Neale, PJ Rasch, LP Swiler, J Tannahill, H Wang, M Wang, and C Zhao. 2015.
"Parametric Sensitivity Analysis of Precipitation at Global and Local Scales in the Community Atmosphere Model CAM5.“ Journal of Advances in




A Case Study of CUDA FORTRAN and OpenACC for an
Atmospheric Climate Kernel

Objectives Impact

= Determine the maturity of OpenACC « Significant portions of ACME must be ported to
(OACC) Cor_npilell_r implekment?tions forg accelerators, requiring a directives-based
representative climate kernel compared to i i i
CPU and CUDA implementations in terms gpproach.fBut can d|rec’t)|ves compete with CUDA
of (1) bugs and (2) cost. INn terms ot runtime cost”

= Determine whether OACC is a viable option |« We now have a quantitative view of OACC's
for porting ACME to GPUs. speed in PGI and Cray implementations, better

informing our approach to porting ACME.

Accomplishments
« OACC performance about 1.5x slower than CUDA

 PGI implementation significantly less mature than Cray
— Cannot use FORTRAN derived types, other bugs as well

 PGI needs more code transformations to perform well
 OACC porting significantly easier and more readable
« OACC (particularly Cray) should be suitable for porting

CAM simulation of integrated water

: » vapor, one of many passive tracers
M. Norman, J. Larkin, A. Vose, K. Evans. “A Case Study of transported globally (courtesy, J. Daniel)

CUDA FORTRAN and OpenACC for an Atmospheric Climate
Kernel”, In Journal of Computational Science, 2015; 9:1-6..




Fidelity of Climate Extremes in High Resolution Climate Models

Objectives Impact

= Develop a regionalization framework to improve

sampling of extreme events Demonstrated that high resolution climate

models better capture stationary as well

= Assess the simulations of stationary and non- as non-stationary precipitation extremes
stationary climate extremes in ultra high- as compared to low resolution
resolution global climate model simulations simulations.

CPC Gauge Analysis ’ MERRA Reanalysis

O
. L Ete it
 Developed a regionalization framework to o iz

guantify climate extremes

 Implemented the framework in a parallel
algorithm allowing a speed up of the ) TS Mode
analysis of extremes in global high | |
resolution simulations by several orders of : :

| |

Accomplishments

)
o RN

wZ

T341 Model

magnitude.
GEV Location Parameter (mm/day)
Mahajan S., K. J. Evans, M. Branstetter, V. Anantharaj L
and J. K. Leifeld (2015): Fidelity of precipitation Location parameters of Generalized Extreme Value
extremes in high resolution global climate simulations, Distribution are better represented in high resolution
Procedia Computer Science, 51:2178-2187. model (T341) as compared to low resolution model

(T85)



Thanks!

e Renata McCoy
 Mark Taylor
 Marie Asher, ORAU




Dorothy.Koch@science.doe.qov

ACME:
http://climatemodeling.science.energy.qov/projects
/accelerated-climate-modeling-enerqy

Earth System Modeling:
http://science.energy.gov/ber/research/cesd/earth-
system-modeling-program/
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