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Project scope: improving numerical process coupling in the E3SM 

Atmosphere Model (EAM)

“After the mathematical representations of the individual 

physical processes have been developed, what numerical 

algorithms should be used to assemble those pieces into a 

coherent and performant model?” 
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What do we mean by numerical process coupling?

After state-of-the-art representations of individual processes have been developed by the corresponding experts, 
what numerical algorithms do we use to assemble the different pieces into a full, coherent, and performant model?

F

D

E

A
C

B

G

A

B

C

D

E

F

G

A

CF

G

DE

B

F

D

E

A
C

B

G

A

B

C

D

E

F

G

A

CF

G

DE

B

• PAESCAL focuses mainly on time integration

• Some tasks unavoidably involve vertical discretization

• Time integration: primary focus is on reducing splitting errors
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What do we mean by numerical process coupling?

After state-of-the-art representations of individual processes have been developed by the corresponding experts, 
what numerical algorithms do we use to assemble the different pieces into a full, coherent, and performant model?
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Why this is important: examples from EAMv1

A small change in cloud process coupling led to 

significant decreases of cloud radiative forcing 

in the subtropical marine stratocumulus regions

Strong and unphysical sensitivities in 

dust life cycle to vertical resolution 

were attributable to process ordering

Dust dry removal, source region average (Tg/yr)        

?

Wan et al. (2021)

Wan et al. (2024)
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PAESCAL addresses process coupling issues at three levels of E3SM’s 

model hierarchy

that omits all details of the formation of hydrometeors. EAMv3 plans to adopt an updated version of the

stratiform cloud microphysics called P3 (Morrison and Milbrandt, 2015; Morrison et al., 2015) and also ex-

tend it to deep convectiveclouds based on our teammembers’ work (Song and Zhang, 2011 and Song et al.,

2012; hereafter referred to as the SZ scheme). This will be a critical step toward a complete and consistent

representation of aerosol–cloud interactions across all cloud regimes.

TheMG2-P3-SZ family of cloud microphysicsparameterizations, likemany others, represents two types

of processes: those occurring within each grid cell, which wewill call local processes (e.g., autoconversion,

accretion, freezing, sublimation), and hydrometeor sedimentation, a nonlocal process by which particles

fall vertically through a column. For stratiform clouds, MG2 and P3 use sequential splitting between the

two types of processes, with all local processes calculated and applied immediately before sedimentation.

Figure 8: The ratio between vertically integrated accretion and

autoconversion rates for a drizzling stratocumulus case study

using single-column EAMv1 with different timestep sizes for

microphysics. From Zheng et al. (2020), ©2020 American Me-

teorological Society.

Thissplitting produces largebiases in themicrophysical

process rates at EAM’s default 300s microphysics step

size, particularly for shallow clouds, because precipita-

tion can fall agreat distance in asingle timestep without

interacting with the model layers that it passes through.

Onesuch bias isadrastic underestimation of theratio of

accretion to autoconversion (Fig. 8), identified by Zheng

et al. (2020) in a study performed in collaboration with

some of our team members. This ratio is a key factor

controlling the strength of the second aerosol indirect

effect (Posselt and Lohmann, 2009; Wang et al., 2012;

Gettelman et al., 2013, 2014, 2015b), which means that

this bias arising from coupling error is likely a major

factor contributing to the excessively large aerosol indirect effect in EAM. Zheng et al. (2020) also found

that the long microphysics time steps increase rain evaporation, an effect that is due in part to inaccurate

coupling of rain evaporation with other microphysical processes (Santos et al., 2020), which suppresses

large-scale precipitation in global model runs (Santos et al., 2021).

Figure 9: Movement of hydrometeors in a

deep convective cloud.

Deep convective cloud microphysics is strongly affected by an-

other nonlocal process, the convective updraft. Smaller hydromete-

orsare lifted by updrafts; they interact with the in-cloud environment

and grow, only falling down when their sizes are large enough and

thesedimentation velocity exceeds theupdraft velocity (Fig. 9). This

allows larger hydrometeors to remain within the cloud and grow by

coalescence for a much longer time period than in the cases with-

out updraft, making coalescence thedominant growth mechanism for

precipitation particles in the presence of strong updrafts (Houghton,

1968). Unfortunately, due to the numerical challenge of simultane-

ously representing lighter hydrometeors moving upwards and heav-

ier hydrometeorsmoving downwards, theSZ parameterization usesa

crude assumption for precipitation sedimentation within the updraft.

In particular, all of theprecipitating particles abovethe layer of inter-

est will fall through the layer within one model time step.

The work proposed here will first address the local–nonlocal process coupling in stratiform clouds and

then move on to addressing the additional challenge of strong updrafts in parameterized convection.

Coupling of sedimentation with local microphysical processes

Achieving a highly accurate solution for precipitating clouds using the current EAM implementation

requires the local microphysical processes and sedimentation to be coupled at a step size below 10 seconds

15

Earth system level Atmosphere driver level Parameterization level
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Key challenges

• MANY processes and a lot of codes that are continuously evolving 

• Bridging physical understanding and mathematical rigor

Our goal

Avoid spaghetti codeMove away from overly 

simplified plug-and-play

Components of an Atmospheric GCM

Sub‐grid scale processes
represented by parameteriza0on

Navier‐Stokes equa0on, mass‐ 
and energy‐conserva0on laws
solved on a computa0onal mesh

21

Design something

sophisticated and elegant
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Addressing coupling issues at the atmosphere driver level

• Performing process-level analysis in EAM to understand the intended physics and identify numerical problems

• Developing idealized (“toy”) models to cleanly test hypothesis

• Using a general and intuitive error analysis framework to guide the design of new coupling options

More recent work can be found on poster Thu-157.

Vogl et al. (2024)

Wan et al. (2024)

EAMv1

Scheme 

adopted by v3

Dust dry removal, source region average (Tg/yr)
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Addressing coupling challenges at the 

parameterization level

New cloud microphysics code SPAECIES

• Written in C++ and interfaced with ASCR’s SUNDIALS time integrator suite

• Designed to be a library (➔ extension beyond clouds)

• Properly convergent(!)

• Work-precision diagrams helps to evaluate different coupling options to 

balance accuracy and cost

Reference values for rain mass mixing ratio 𝑞𝑟:
min: 4.1e-5 kg/kg, mean: 5.6e-5 kg/kg, max 8.9e-5 kg/kg

Work-precision diagram
for a 4-process warm rain problem

Sean Santos, 

lead developer of SPAECIES
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Other examples of ongoing work (and team members at this meeting)

Improving solution stability at 

the atmosphere-land interface

Sean Santos, poster Wed-162

Addressing vertical 

resolution challenges

Ann Almgren, Thu breakout 2
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PAESCAL is all about interactions

The coupling theme: interactions between 

processes and between developers
The BER-ASCR collaboration: an example 

of companion papers

We contribute to the ESM community by getting numerical 

errors out of the way of physics/science-focused research. 

Collaboration is the key to our path forward.
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