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MSD-FUTURES:  AI-ENABLED SYSTEMATIC REVIEW 

OF MSD

 Collaborative effort with our SSG 
and FT members

 Fully transferable framework 
using Large Language Model and 
Graph, and other ML innovations 
to understand the MSD literature 
landscape at large for 105,336 
publications

 Identify gaps and opportunities 
for collaboration

 MSD-FUTURES: Foresights for 
Understanding Thematic Unity in 
Reviews of Emergent Science
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MSD-FUTURES: AI-ENABLED SYSTEMATIC REVIEW OF 

MSD
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FROM QUALITATIVE TO QUANTITATIVE

Reed et al., 2022, Earth’s Future
https://doi.org/10.1029/2021EF002621

Shows raw count of publications per year per feather 
for P (X >= 80) under a higher similarity threshold; 
number of documents = 19031



10

LARGE LANGUAGE MODEL (LLM) INTEGRATION 
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ILLUSTRATIVE EXAMPLE:  EXTENDING METHODS TO 

EESM AT LARGE

• Scraped the EESM 
publications website for all 
journal articles listed as 
funded under MSD, RGMA, 
or ESMD

• Produced 2,243 journal 
articles

• Of which, 22 were co-funded 
by all three program areas

• Let’s talk about these for a 
few minutes…

Data Source:  https://climatemodeling.science.energy.gov/publications

Jointly Funded 
Publications

EESM Program 
Areas
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A SNAPSHOT OF IMPACT WHEN EESM JOINTLY 

FUNDED
• The 22 jointly funded publications  

by all three program areas were 
cited 1,120 times

Jointly Funded 
Publications

EESM Program 
Areas

Publication Citing 
Jointly Funded 
Research
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cited 1,120 times

• Only 62 citations were from other 
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A SNAPSHOT OF IMPACT WHEN EESM JOINTLY 

FUNDED
• The 22 jointly funded publications  

by all three program areas were 
cited 1,120 times

• Only 62 citations were from other 
EESM funded research – leaving an 
external impact of 1,058 citations

• Citations included 801 unique 
author affiliations that were 
globally distributed

Blue markers:  geocoded affiliation locations

Jointly Funded 
Publications

EESM Program 
Areas

Publication Citing 
Jointly Funded 
Research
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RESEARCH THEMES FOR THOSE CITING EESM 

JOINTLY FUNDED PUBLICATIONS

• When we are jointly funded, which 
research communities are we 
impacting?

• Topic modeling (unsupervised) 
using the same semantically rich 
embedding model that ChatGPT 
uses to extract knowledge 

• Seeks out common themes in 
research

• Generated 18 research themes, 
each having at least 10 
publications to identify as a theme

• Let’s look at the top 9 themes…

Jointly Funded 
Publications

EESM Program 
Areas

Publication Citing 
Jointly Funded 
Research

Research Theme 
Identified
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RESEARCH THEMES FOR THOSE CITING EESM 

JOINTLY FUNDED PUBLICATIONS

We can look at the number of publications cited in each research theme over time 
to look at emergent and diminished themes
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COMMUNITY DETECTION TO IDENTIFY 

OPPORTUNITIES

● Explore the communities of 
researchers, institutions, program 
areas, etc. that are highly related 
to each other and various research 
areas

● Helps identify groups of 
researchers who could potentially 
conduct research together very 
easily – these groups may be 
completely unaware of each other

● Used to predict emerging research 
topics and potential growth 
patterns within MSD at large

Snapshot of MSD, RGMA, and ESMD funded intersecting research areas from the MSD corpus
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COMMUNITY ANALYSIS

Research Areas

Authors

EESM Program Areas

Preliminary Results – Snapshot of EESM funded research – P(X >= 80) to MSD
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COMMUNITY ANALYSIS

Research Areas

Authors

EESM Program Areas

Preliminary Results – Snapshot of EESM funded research – P(X >= 80) to MSD

Moving from 
single authors to 
communities of 
authors by 
existing 
collaboration and 
like research
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COMMUNITY ANALYSIS

Research Areas

EESM Program Areas

Preliminary Results – Snapshot of EESM funded research – P(X >= 80) to MSD

Authors in 
Communities

Community Nodes
Sample community

EESM funded author 
count:  22
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COMMUNITY ANALYSIS

The 22 EESM collaborators in a 
sample community

Sample community node
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UNTAPPED POTENTIAL

• Quickly identify untapped 
potential in our existing author 
communities!  Can also do this 
for institutions, geographic 
areas (varying scale), topics 
within communities, and much 
more through time!

• Explore aligned / parallel  
research activities within, and 
outside of, BER to avoid 
redundancy and promote 
informed collaboration

• To be published in new Earth’s 
Future Special Issue as an MSD 
CoP collaborative contribution
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UNTAPPED POTENTIAL

• Quickly identify untapped 
potential in our existing author 
communities!  Can also do this 
for institutions, geographic 
areas (varying scale), topics 
within communities, and much 
more through time!

• Explore aligned / parallel  
research activities within, and 
outside of, BER to avoid 
redundancy and promote 
informed, strategic 
collaboration

• To be published in new Earth’s 
Future Special Issue as an MSD 
CoP collaborative contribution
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